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Edward P. Schelomka

LQS Alemos Sciet;tific Laboratory
P.O. Box 1663

Los Alamos. New Mexico 8’f5k5

This paper ,iescribes the development snd ap-
plication of a series of simulation codes desig-
nated SECSIM that are used for computer security
●nalysis and design. Individual barrier charac-
teristic are incorporated into generalized
architectural reduction algorithms providing
numerical indices in selected subcategories and
for the ●yatem as a whole,

INTRODUCTION

As computer technology has expanded and pro-
liferated evermore intimately into individual
everyday life, the leading edge ha. been followed
by a wake of concerns for computer security that
have emerged from throughout the government and
private sector. These concerns are reinforced by
reporta of actual cases in which computer secur-
ity has been breached resulting in damage, theft,
●nd fraud.

With time, computcrn have become more widely
●ccepted; however, nagging fears persist that
computers will fail to perform e~sential data
processing functions whenever required, will con-
tribute to violations of individual or organiza-
tional privacy, and will make organizational aa-
seta more vulnerable to fraud. The purpose of
this paper is to identify the conditions under
which these concerns might exist, and to provide
systematic design criteria by which improvements
may be selected ●nd judged. It should be stated
●t the onset that the traditional manual and
~emi-automated methods for implementing data-
proceasing, aasuring privacy, and controlling
fraud, while more familiar, ara inherently lens
secure than those implemented on ● computer. The

current tendency is to perceive the computer en-
vironment ●s ● meana by which new, very powerful
●nd potentially damaging acta can occur. In real-

ity they ●re dwarfed by Ioaooa occurring daily in
ether leas ●ophiaticated ●ituaticns within the
broad security throat epectrum.

Within this computar security simulation
designated SECSIM, a decision framework ia ●atab-
l~shad to ●nalyze the security risk in terms of
the ectual or perceived value of what is to be
protected. This is followed by examinin~ the
threat environm?mt and incorporatin~ counter-
meaauree to reduca tho probability of penetration
in ●ach thraat ●rea. Conceptual dasigna fOr pO-
tgntlal systems architectures having iaproved
protection mechaniamo ●re then incorporated into

_ OECSIM eecurity models. The modules for ●nalysia

●nd their interrelationship are shown in Fig,
1. From these a security simulation profile is
generated that indicatea the atrengtha and weak-
nesses of the protective aystema. Parameter are
changed and the proceaa is repeated until the
desired requirements are met. An in-depth reli-
ability simulation code (RELSIM) for computer
systems and associated network architectures
having optiona for incorporating nonidentical
redundancy generates projections of reliability
performance. Availability and down time per year
●re computed at each functional level and for the
aytem aa a whole. The models in this etudy that
characterize the security behavior of candidate
syatema are comprehensive in that they acco~o-
date a wide range of threata and protection
levels, They are tailored to each facility by
weighting input parameters consistent with
design configuration and environment select~~
This method of analysis ia applicable to computer
centers in the conceptual design, detailed
design, construction, and operational atagea of
evolution. Although most security criteria are
cofmnon to all facilities, individual specific
facility vulnerability data ●re purposely
auppreeued.

These emulation techniques provide top man-
agement, security officers, syetem operatora,
system programnera, and other center staff with a
set of evaluation criteria with which to asaeaa
their facility for ita security vulnerability,

,’Chey alao provide a baais for determining the
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●ffectiveness of design changea for upgreding and
improvement. Finally, interfacility comparisons
can be made using a cormoon set of references.

RISK ANALYSIS

A thorough risk analyaia ia the fundamental
first step in developing an organizational com-
puter security policy. It requires joint upper
management and center staff action. The analysia
must clearly identify what is to be protected and
ita relative value. Primary areaa of consider-
●tion are: equipment destruction or theft, lack
of computer processing capacity, leas of data
files, ●nd misuse of information,

Coats for hardware replacement include
debugging the system after installation and leaa-
ing interim facilities. The cost to the organi-
zation for the loss of data processing capability
is dependent upon the duration of the loss and
its position within the scq,jence of processing
taaks. Initially, all low priority jobs are set
aside. Extende? loss can disrupt computerized
record maintenance. Other automated internal
management functions will also be inhibited.

In a similar manner the replacement coat and
valua of data files to organizational operation
must be established, and an analysis should be
made of the potential damage caused by release to
● competitive firm. Personal and proprietary
privacy and other sensitivity attributes must be
carbfully.eyaluated in terms of some reasonable
mone~.bounds. Both legal and outside authori-
tative consultant assistance wilJ improve objec-
tivity, Top management must be .ncluded in these
da &minations since proprietary data is close to
ttJ ‘core of organizational goals. Poaaible
leases due to fraud involving insiders,
outsiders, or both rnu~t then be determined, A
primary meaaure of the maximum monetary value ia
derived frcm the ability of the machine to
control aasets such as equipment and funds.

The next requirement ia to estimate the prob-
●bility of occurrence of each leas. This necriaa-
itates-using all possible prior information, in-
cluding history, experience, and trends. For the
caae of hardwa-e failures, reliability data are
obtained from the manufacturer, Somewhat lesrr
precise but more meanin~ful are estimates of the
computer system reliability aa a whole, jncluding
software, peripherals, and terminals. Figure 2
~it~s the dependence of availability and corres-

‘ pending dowm time per year as a function of the
mean time to repair (MrTR) with the mean timo
between failurea (M~BF) aa u range of input
parameters fixed by equipment choice. Estimates
of the probability of equipment damaga, theft,
data 10SO, and fraud are obtained from history,
●xperience, national averages, ●nd innurance
●uthorities.

Finally, the magnitudes and probabilities are
combined ●s products to give weighted losses in
dollarn per year for each cntegory. This type of
data providca baaic guidelines for allocating the
amount of money and effort to be spent in each
raepective ●raa. 3uveral cycles of analysis
involving propoacd denia~m, simulation, ●nd
●valuations ●re normalLy reqt!ired to converge to

, ● ●cceptably low luvel of risk.
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THS THREAT ENVIRONMENT

Threat here ia defined as any act or omission
that will enhance the likelihood of or allow for
losses to occur. The more pertinent areaa are
mentioned here. Subsequently, a summary of the
threat veraua countermeasure encounters is
provided.

Human actiona, both those of the intruder and
the center employee are subject to error (at
levels established by human reliability studies).
This factor adds to the unpredictability of their
behavior. Between 1 and 9 per 1000 actions in-
volving simple taska will be done incorrectly.
Actions on the part of center staff could take
the form of incorrect’ carda input, tapas loaded,
switches eet, command keya depreaaed and data
input. These errors include effects ranging from
marginal operation to complete operating aystcms
erase, and the effects can propagate into the
data base and data store.1

The account number-pasaword system entry is
penetrable.2 One method ueed is that of re-
placing the user with a small computer and at-
tempting to LCCIN with randomly selected charac-
ter, Experience shows that this requirea
approximately ona week of effort.3 Another
method uses a small computer inserted into the
line between tne terminal and ❑ain computer. The
small machific ia prograrmned to respmd to a
LOGIN; however, it covertly records the account
number and paesword. A somewhat simpler approach
involvea collecting the LOCIN aignala through
line tape, line electromagnetic coupling, or by
emanation from the terminal itself. Private
data can alao be compromised if the individual at
the terminal doea not execute ● complete LoCOUT.

Data being processed can bc read out remotely
●a well. This ia done by collecting radiated
energy from the main frame and peripheral, par-
ticularly printers. A remote collection system
with a minicom~uter can interDret the bit etreams
and r&eal not.only the data being proceaaed but
aloo the characteristics of the operating ayatems
software.

A substantial number of computer security
breacheo have occurred becauae of inadvertent
data releases. Theee may occur when aevoral
incremental releases ●re brought toguther and
under tcrutiny reveal private information,
whereas ●ach relpaee taken separately would not.
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These l%quently reflect a lack of aggressive
reviewe by the eecurity officer ●nd management.
Other methods are associated with waste in the
fo~ of cards, printout, carbons, and printer
ribbon. Even more potentially damaging is the
casual discard of systems manuals. Private in-
formation can also reach unauthorized persona by
●cceasing memory, storage registers, clink apace,
●nd tapes that have not been cleared or purged
prior to user access.

Breaks in normal operating patternm, such ag
those that exist duririg maintenance, provide

●dditional opportunities for Penetration. In-
truders masquerading as repairmen can be given
wide ranges of freedom and access well beyond
those of normal operation. Disastrous immediate
or latent effects can result.

Allwing broad single individual responsibil-
ities or job latitude encompassing the functions
of systems programming, application programming,
machine operator, and data store custodian point
toward potential threats to security. The prob-
lem iu further compounded by an open policY
●llowing for off-shift work. This environment is
characteristic of those that have spawned past
c~uter-assisted frauds.4

SECURITY COUNTERMEASURES

Certifisbly secure operating systems do not
exist at the present t~me; h?wever! there are a
number of mechoda for lmprovlng exksting systems,

These are given in Table 1.
k inaccurate or corrupt data base can be

more damaging than simply 10SS of the data.
Errors can propagate unchecked through succeasiv2
processing stages before they are identzfled.
The slightest amount of false data entered in a

data-bank ●ystem, whether by accident or by
intent, can make much of the systems operation
worthless.s A fundamental step required ia
input data editing. A substantial effort invest-
ed in a comprehensive aet of reaaonablenesa
checks will provide direct return in filtering
input errors. These errors originate in manually
introduced data from cards and terminals and from
malfunctioning interfaced instruments. Also, it
should be verified that security controls are
uniformly consistent from initial entry,
edit-to-correct-errors entry, and longer-term
data-base correction or update.

Classical auditing methods are revised exten-
sively when applied to data processing systems.
Auditors must be aware of how computers are in-
tegrated into the organizational structure and
its information ayatem. It ia further necessary
to evaluate the machines in terms of their
ability to run standard auditing programs brought
in by the auditor to determine the integrity of
the internal accounting system. Initially,
benchmark programs are run to verify that the
❑achine is functioning normally. Raw and
processed. facility data are then scanned and
checked for outliers and unusual trends. After
determining the size of the files to be audited,
subroutines provide estimatea of the number of
samples to be taken for a given confidence level
and actually choose the samples in a random
fashion. Full manual verification ia then used
to insure that all steps in establishing that
segment of the data base were correct. This
increases the level of aasurance that internal
audit controls are in effect.

The checkpoint/restart routine provides dumps
of program status data and intermediate results
ao that in the event of a systems crash the pro-
gr~ can be reinitiated at the last checkpoint.
This is contrasted with a complete restart in
which files in edit may be lost. Sensitive data
in the checkpoint dump can be altered or used in
en unautt orized manner upon reinitiation.

Tablee 11 through IX are examples of struc-
tured sets of threats and counterforce actions
for use at the design, evaluation, and operating
levels.

SSCURITY ANALYSIS

Barrier evaluation is similar to security
evaluation in general in that subjective as well
a. objective judgments must be made to determine
effectiveness. The range of O to 1 is chosen,
where 1 represent a totally effective barrier.
The individual facility threat environm!mtal
factors ●re incorporated as weighted inputs along
with the corresponding attributes of each
barrier, and a numerical value or range of values
is ●aaigned, These are then introduced into the
●ppropriate segmemt of the model and a composite
effectiveness is computed for that hierarchical
sublevel. This is repeated for the next layer
until ●n index is generated for that respective
category, A two-dimensional horizontally layered
●nd vertically structured methodology is \sed.
Also event/effectiveness diagrams aid in estab-
lishing the interrelationships between computer.
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security factora. Each ia accompanied by a list
of computed input and output effectiveness ratios.

Physical security ie of primary concern in

protecting the center and its isasets. The over-
●ll contributions to effectiveness are shown in
Fig. 3 with the results of the sublevel and

-at&sary computation listed Table k.
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The next major layer of protecticm relates to
the computer ayatem itself. The user authenti-
cation technique are shown in Fig. 4. With the
broad range of methods available in this simula-
tion, the model computations (Table XI) show that
it ia eaaentially impossible to defeat these
authentication barriera in a normal environment.
Thus it ia neceaaary for an intruder to obtain
other toeana such aa inside aaaiatance to pene-
trate at that level. The criterion established
h this simulation model ia that if at leaat one

_-of three authentication controls are aucceaaful
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the intruder is denied permission for further
● ccess. In this instance the effectiveness waa
●o high that the summary was rounded off to 1.0.
Other simulations are done in a Iike manner. A
penetration event detection diagram is shown in
Fig. 5. If detection is pursued to the level of
dedication shown, the simulation results of Table
XII predict that detection will be virtually
certain.

fl I 1

Fig. 5
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This process is repeated for data base
loaa/corruption, unauthorized data collection
and interpretation, copy/waste control, and data
base los5/reconstruction. It should be pointed
out that to illustrate the latitude of the simu-
lation, a broad range of threat protection
countermeasures are incorporated yielding a
relatively higl~ security effectiveness. A typi-
cal facility will be much more limited in its
●pproach toward security.

A security profile is then generated based on
each of the effectiveness indices al:d displayed
in Fig. 6. It indicates the relative strengths
●nd weaknesses of that facility configuration in
ite threat environment.

me algorithms in the models contain branch
points allowing for redundant barriers with gen-
●rally dissimilar characteristics. A range of
conditions can be imposed from at least 1 of N to

SS ofN, or exactly M of N, surviving. A senai-

1.0

0.8

0,6

0.4

0.2

0.0
Psc m *S 01 ; CISMS 0SS ●OS one sos ●tr

tivity analyais ii conducted ahowing the changes
in system effectiveness with changea in individ-
ual barrier characteristics. The simulation is
capable of being run in real time to give current
eatirutes of security effectiveness as the threat
environment and individual barrier effectiveness
change.

SYSTEFt DESIGN IMPACT

The scope of security threats, courrter-
measurea, and barrier attribute, as well as
effectiveness modeling, given in previous
sections forms the basis for system design and
implementation. Detailed system design and
engineering dictate intensive reviews to match
hard system requirements with a real-world
environment. With respect to becurity, layered
simulationri are repeated for the generalized
candidate system architectures considered. Aa
the architecture is further defined, vertical
event simulations are then conducted as shown in
Fig. 7 with the reeulta tabulated in Table XIII.
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Penetration paths with probabilities of intruder
success are calculated to assiat in determining a
finer structure of conditions under which pene-
trations can be made. Appropriate counter-
❑ easures are also incorporated and the prc)cess ia
repeated.

Irrational behavior is not predictable and as
such may not be included in t’,le listing of prob-
able ~enetration strategies. Within reasonable
bounds the computer can simulate all possible
random combination of events leading to a pene-
tr.stion objective and rank them according to the
opportunitiea for aucces9. With very large
systems, exhaustive testing is not possible;
however, repreaentacive samples are taken and
analyzed for unusual paths.

Security design actions to cope with these
threats frequently represent significant invest-
❑ents in hardware, software, and manpower. This
cost overlay is matched with countermeasures
effectiveness as incremental changea are made
through SECSIM. The previously described

“monetary risk evaluation provides guidance for
cost bounda. Another overlay employed at this
a tage of development ia that of reliability.
Architectural adjustments are accomplished aa
required to make system performance fit within
reliability and availability limits. Finaliy an
operational overlay is used to determine whether
the above constraints limit the primary function
of the center in terms of providing computational
results. This involves task and time-and-motion
~tudies to identify problem areas that may serve
to rule out constraints in subsequent implemen-
t~tion. Modeling provides methods for adjusting
security effectiveness to compensate for opera-
tion]. requirements where compromises are indeed
possible.

In all of the discussions thus far it has
been implicit that security be incorporated into
the facility design as early as possible, In
this manner costly redesign, retrofits and
rework can be avoided, It is clear, however,
that necuri&y threata are not static so that some
deoign review and system revisions will have to
be made. Simulation provideo the methodology for
making upgrading deciaiona.

“\

CONCLUSIONS

A set of automated computer security analyais
tools has been designed and presented here with
samples of results obtained. These tools provide
systematic methods for examining known aspects of
computer security and assesaing the effectiveness
of countermeasures. The input data are incorpor-
●ted into models that generate effectiveness
indices in individual areas and an overall pro-
file. When the security attribute methods given
here are adapted to other facilities in a uniform
manner, a measure of relative effectiveness is
obtained, The resultant facility indices should
be considered as extremely sensitive information
because they represent the very essence of the
facility vulnerability. The information would be
particularly useful to a potential intruder in a
facility t!ith security holes or weak areas. The
input data used in these simulations are typical

of the ranges of values observed in practice;

however, they have been used in a manner that
does not reveal vulnerability of a specific
facility.

SECSIM programs are capable of running in
real time to give current estimates of the system

effectiveness in a dynamic threat/countermeasure
environment. As individual prelection levels
change, perhaps due to failure or other circum-

stance SECSIM modules can be reconfigured and
rerun to generate an updated security profile.
The model can also predict very quickly the

relative merit? of proposals to reestablish or
reconfigure protective barriers. This type of
information is useful to management for critical
decisions. The SECSIM simulation program modules
are written in FORTRANand as such are portsble
in being able to run on most large main frame
machines a~.d minicomputers. They do not depend

upon the existence of auxiliary simulation codes.
In the realm of further work, research is

continuing on cx;>anding the range of computer
security barrier effectiveness attributes and
improving the set of reference levels from wFich
numerical inputs to the modules are generated.
SECSIM ia modular and flexible in being abie to
accotmnodate new threat areas that might emerge.

Another promising area of iuture research is in
the application of fuzzy sets to the quantifi-
cation and calculation of barrier effectiveness.
This type of mathematics lends itself well to
evaluation with human perceptual and sllbjective,

as well as objective measures.
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